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Resumen
La Inteligencia Artificial Generativa (GenAI) se ha consolidado como el 
catalizador más influyente de la transformación digital contemporánea. 
Su capacidad para producir contenido original, automatizar análisis com-
plejos y expandir las capacidades cognitivas humanas está redefiniendo 
procesos empresariales, educativos y gubernamentales. Sin embargo, 
esta tecnología también reconfigura el panorama de amenazas: informes 
recientes, como el Microsoft Digital Defense Report 2025  (Microsoft, 
2025), el IBM Threat Intelligence Index 2025 (IBM, 2025) y el ENISA 
Threat Landscape 2025  (ENISA, 2025), evidencian un repunte en ata-
ques hiperpersonalizados, deepfakes operativos y variantes de malware 
asistidas por IA. Paradójicamente, la GenAI también es la clave para for-
talecer los mecanismos de defensa, pues acelera la detección de anoma-
lías y optimiza la respuesta ante incidentes. Este artículo analiza esa dua-
lidad bajo la óptica del NIST Cybersecurity Framework 2.0 (NIST, 2024), 
con énfasis en la función Govern como base de la gobernanza algorít-
mica. Asimismo, se examina el uso ético de la tecnología en la academia y 
la empresa, junto con su impacto en la brecha digital global. Finalmente, 
se proponen líneas de investigación críticas para un entorno donde la ve-
locidad del cambio exige decisiones informadas.
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IA Generativa y 
 Ciberseguridad

Gobernanza, riesgos emergentes y oportunidades 
para un futuro digital responsable



Introducción
La Inteligencia Artificial Generativa 
ha dejado de ser una novedad para 
convertirse en el núcleo del eco-
sistema digital actual. Los modelos 
fundacionales, capaces de generar 
texto, código, audio y video, han 
permeado todos los sectores y han 
alterado no solo la operación diaria, 
sino la esencia misma de los mo-
delos de negocio. Accenture  
(Accenture, 2024) describe este fe-
nómeno como la "reinvención del 
núcleo digital", un escenario donde 
la IA evoluciona de ser una herra-
mienta de soporte a un amplificador 
sustancial de las capacidades hu-
manas.

No obstante, este avance ocurre en 
un terreno hostil donde los riesgos 
mutan a la misma velocidad. Los 
actores maliciosos instrumentali-
zan la GenAI para automatizar la in-
geniería social, generar contenidos 
sintéticos indistinguibles de la rea-
lidad y escalar sus operaciones con 
una eficiencia sin precedentes. In-
vestigaciones recientes confirman 
una aceleración de ataques que ex-
plotan sesgos cognitivos humanos 
e introducen desinformación a es-
cala industrial (Microsoft, 2025).

Simultáneamente, las organiza-
ciones despliegan GenAI para enri-
quecer el análisis de seguridad, 
contextualizar amenazas y reducir 
los tiempos de respuesta. Este 
equilibrio dinámico entre riesgo y 

oportunidad demanda nuevas es-
trategias de gobernanza, ética y 
formación. El presente artículo 
aborda esta complejidad desde 
una perspectiva integral que entre-
laza tecnología, educación y equi-
dad digital.

Oportunidades y riesgos: La 
doble cara de la GenAI
La incorporación de la IA Genera-
tiva marca un punto de inflexión en 
la ciberseguridad al modificar drás-
ticamente los tiempos, la escala y la 
sofisticación tanto del ataque como 
de la defensa.

La perspectiva ofensiva
La GenAI ha reducido significati-
vamente las barreras de entrada 
para campañas avanzadas. Los 
adversarios ahora automatizan ta-
reas críticas de la cadena de ata-
que:

• Ingeniería social a escala: Ge-
neración de phishing hiper-per-
sonalizado que imita la sintáxis y 
el tono de directivos o entidades 
de confianza.

• Engaño sintético: Uso de 
deepfakes de audio y video para 
manipular decisiones corporati-
vas, eludir verificaciones bio-
métricas o erosionar la reputa-
ción institucional (IBM, 2025).

• Desarrollo de amenazas: Aun-
que los modelos comerciales po-
seen salvaguardas, la IA ayuda 
indirectamente a explorar vulne-
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rabilidades y crear variantes de 
malware polimórfico, lo que ace-
lera el desarrollo de Tácticas, 
Técnicas y Procedimientos (TT-
Ps).

La perspectiva defensiva
En contraparte, la defensa experi-
menta mejoras sustanciales en efi-
ciencia analítica:

• SOC Aumentados: Los Centros 
de Operaciones de Seguridad 
procesan volúmenes masivos 
de datos para detectar patrones 
sutiles que escaparían al análi-
sis humano tradicional.

• Respuesta y recuperación: La 
GenAI facilita la priorización de 
alertas, sugiere acciones de 
contención y sistematiza la do-
cumentación posterior al inci-
dente, liberando al talento huma-
no para tareas de mayor valor 
estratégico (Accenture, 2025).

• Esta naturaleza dual subraya la 
urgencia de fortalecer los con-
troles y da paso al análisis de los 
marcos de referencia que deben 
guiar esta adopción.

Gobernanza algorítmica y el 
NIST CSF 2.0
El Cybersecurity Framework 2.0 
del National Institute of Standards 
and Technology (NIST, 2024) posi-
ciona a la función Govern (Gober-
nar) en el centro de su modelo y en-
fatiza que la ciberseguridad es una 
responsabilidad estratégica de li-
derazgo. En la era de la GenAI, es-
ta función se vuelve vital para or-
questar una arquitectura de deci-

siones que gestione el “riesgo algo-
rítmico”.

Bajo la función Govern, las organi-
zaciones deben:

1. Instituir políticas de IA Respon-
sable que definan el uso acepta-
ble y ético.

2. Delimitar roles claros a lo largo 
del ciclo de vida de los modelos.

3. Evaluar vectores de ataque es-
pecíficos, como los documenta-
dos en el marco ATLAS de MI-
TRE (MITRE, 2023), que inclu-
yen envenenamiento de datos, 
extracción de modelos e inyec-
ción de prompts.

4. Asegurar la supervisión humana 
(Human-in-the-loop) en decisio-
nes críticas.

5. Asegurar la trazabilidad y audi-
toría de los resultados automa-
tizados.

La GenAI potencia transversal-
mente las demás funciones del 
marco: mejora la clasificación de 
activos en Identify, endurece confi-
guraciones en Protect, afina la sen-
sibilidad en Detect, y agiliza la co-
municación en Respond y Recover. 
Sin embargo, sin el eje rector de 
Govern, estas mejoras carecen de 
sostenibilidad y seguridad.

Ética y responsabilidad: 
Academia y Empresa
La IA Generativa ofrece un poten-
cial inmenso, pero introduce desa-
fíos éticos y cognitivos que no pue-
den ignorarse.
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En el ámbito académico, la GenAI 
puede democratizar el acceso a tu-
torías personalizadas y explicar 
conceptos complejos. Sin embar-
go, organismos como la UNESCO 
(UNESCO, 2023) y la OCDE (OE-
CD, 2023) advierten sobre el riesgo 
de atrofia en el pensamiento crítico 
y la dificultad para verificar la auto-
ría. Un uso responsable exige redi-
señar las evaluaciones para privi-
legiar el razonamiento humano, la 
creatividad y la argumentación, ha-
bilidades que la IA aún no puede re-
plicar con autenticidad.

En el entorno empresarial, la inte-
gración de GenAI impulsa la rein-
vención operativa. No obstante, es-
to requiere una gestión rigurosa pa-
ra evitar sesgos algorítmicos, pro-
teger la propiedad intelectual y evi-
tar la fuga de datos en modelos pú-
blicos. La transparencia y la inter-
pretabilidad (Explainable AI) son 
requisitos no negociables para 
mantener la confianza de clientes y 
empleados.

GenAI y la brecha digital global
La adopción de GenAI no ocurre en 
el vacío, sino en un contexto de de-
sigualdad estructural. El Global Cy-
bersecurity Outlook 2025 (WEF, 20-
25) destaca una bifurcación clara:

• Países Desarrollados: Cuen-
tan con ecosistemas de innova-
ción robustos, talento especiali-
zado y marcos regulatorios ma-
duros, condiciones que les per-
miten liderar iniciativas de “IA 
Soberana”.

• Países Emergentes: Enfrentan 
brechas de conectividad y una 
escasez crítica de talento en ci-
berseguridad, documentada por 
ISC2  (ISC2, 2025). La depen-
dencia de proveedores tecnoló-
gicos externos aumenta su vul-
nerabilidad y limita su autonomía 
digital.

Pese a esto, la GenAI podría ser 
una herramienta para cerrar bre-
chas si se utiliza estratégicamente 
en salud, agricultura y educación. 
El éxito dependerá de políticas pú-
blicas inteligentes, cooperación in-
ternacional y una inversión soste-
nida en infraestructura digital pro-
pia.

Conclusiones
La IA Generativa no es una tecno-
logía más; se trata de un cambio de 
paradigma que redefine la seguri-
dad, la educación y la gobernanza. 
Su impacto final dependerá de 
nuestra capacidad para adoptarla 
bajo principios de responsabilidad 
y estrategia. La función Govern del 
NIST (NIST, 2024) emerge como el 
pilar fundamental para gestionar 
esta transición.

La desigualdad digital plantea el re-
to más grande: asegurar que la 
GenAI funcione como un puente 
hacia el desarrollo y no como un 
muro que aísle a las economías 
emergentes. Frente a un horizonte 
donde lo sintético amenaza la con-
fianza, nuestra respuesta defen-
siva debe ser REAL: basada en la 
Responsabilidad de la gobernanza, 
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la Evaluación continua de riesgos, 
una Arquitectura de seguridad ro-
busta y la Lucidez humana para 
discernir la verdad. Solo combi-
nando estos elementos transfor-
maremos el riesgo algorítmico en 
una ventaja estratégica.

Interrogantes para el próximo 
año
• ¿Cómo evolucionarán los ata-

ques impulsados por agentes to-
talmente autónomos  (Accentu-
re, 2025)?

• ¿Qué mecanismos de supervi-
sión humana serán indispensa-
bles para preservar la confianza 
institucional?

• ¿Podrán los países emergentes 
desarrollar estrategias que re-
duzcan su dependencia tecnoló-
gica?

• ¿Qué estándares globales pre-
valecerán para garantizar un 
uso transparente de la GenAI?

Líneas de investigación futura 
sugeridas
• Modelos de gobernanza algorít-

mica adaptados a países de baja 
madurez institucional.

• Implementación de prácticas 
MLSecOps para asegurar el ci-
clo de vida completo de la IA.

• Desarrollo de herramientas de 
auditoría algorítmica asistidas 
por la propia GenAI.

• Impacto de los agentes autóno-
mos en infraestructuras críticas.

• Evolución del talento en ciber-
seguridad frente a la automati-
zación.
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